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Abstract

This paper presents the application of three different subgrid-scale (SGS) models in a large eddy simulation (LES)

for investigating the turbulent flow field and wall heat transfer during the compression–expansion strokes in two types

of engine configuration under realistic engine conditions. Predictions were compared with experimental measurements

(including the local heat flux and swirl velocity), and with those calculated from the conventional K–e model. The

results of the Van Driest wall damping model for LES were found to be in the best agreement with experimental data.

The variations of velocity vector plots, isothermal profiles with crank angle were realized in the ‘‘Pancake’’ chamber

engine. The variation of squish strength in the cylinder was also investigated by illustrating the friction velocity

variations at different radial locations in the ‘‘Deep Bowl Piston’’ engine. � 2002 Elsevier Science Ltd. All rights

reserved.

1. Introduction

Accurate, time-dependent, spatially resolved predic-

tions of flow field and heat transfer will be of great as-

sistance in the design of internal combustion engines. As

has been certified by many investigators who have

studied this problem, thermal efficiency, combustion,

emissions, and structural integrity of an engine depend

in some way upon the heat transfer from the confined

gas to the combustion chamber surfaces in an engine [1].

Besides, the fluid flow plays an important role in fuel–

air mixing, wall heat transfer and generation of turbu-

lence, and exerts great influence on engine performance

[2].

The purpose of this paper is to seek an appropriate

turbulence model for predicting the fluid flow and wall

heat transfer in the internal combustion engines. Al-

though there have been many studies on the predictions

of air motion and wall heat transfer with numerical

methods [3,4], the most codes employ the Reynolds-

averaged turbulence modeling (as the K–e model) to sim-

ulate turbulent flow. The Reynolds-averaged simulations

require a fine grid to resolve the regions of rapid varia-

tions. Given the complexity of the Reynolds-averaged

simulations, the large eddy simulation (LES) might ac-

tually be simpler, shorter in execution and more accurate.

In the Reynolds-averaged simulations the length scales of

the turbulence usually are larger than the grid spacing.

The Reynolds-averaged simulations only reveal unsteady

motions of scales larger than the model’s turbulence

scale. Besides, the eddy viscosity is obtained from the

length scale of the smallest eddy in the turbulence mod-

els. Therefore, the volume-averaged filtered Navier–

Stokes equations are fairly insensitive to the turbulence

models in the LES [5].

In this paper, the SIMPLE-C method [6] and LES [7]

are employed in investigating the fluid flow and wall

heat transfer in internal combustion engines. Second-

order backward Euler (SBE) method [8] is implemented

for discretizing the transient term to remove stability

restrictions and extended linear upwind differencing

(ELUD) method [9] (third-order scheme) for discretizing

the convection terms to avoid severe oscillations. Also,

iterative solution methods based on the preconditioned

conjugate gradient method [10,11] were incorporated
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into the solving process with second-order time

advancement. For mesh generation, the time-indepen-

dent grid system [12] is used for constructing a local

computational region attached to the moving boundary

(moving piston) and faster convergence, and besides it

generally requires less computer storage and computa-

tional time than the conventional method with the sin-

gle-grid system at various crank angles.

Nomenclature

Aij;Bij terms for the dynamic model

CI;CSD dynamic SGS model coefficient in the

dynamic model

CK SGS model variable in LES

ðCK ¼ 0:094Þ
CS Smagorinsky constant (CS ¼ 0:1)
CR compression ratio

D bowl diameter

d distance normal to a wall

d 0 geometric length of an engine combustion

chamber (including engine bore and

distance from cylinder head to piston

E empirical coefficient used for the wall

function (E ¼ 9:0)
ESGS subgrid-scale kinetic energy

fl Van Driest wall damping function

ð½1� expð�Y þ=25Þ3�1=2Þ
G grid filter function

(H) the maximum value of the swirl velocity

profile in the cylinder

h enthalpy

L characteristic length scale

(L) the minimum value of the swirl velocity

profile in the cylinder

Nrpm engine speed

n time level

P pressure

P 	 summation of ~PP and ð2=3ÞESGS

Pr Prandtl number

PrT turbulent Prandtl number

qW wall heat flux

R computational domain

S modified factor of temperature boundary

layer model

Sþ dimensionless modified factor

ðSþ 
 Sm=qWU 	Þ
Sij strain rate tensor of the flow field

ðSij ¼ ð1=2Þðoui=oxj þ ouj=oxiÞÞ
SU source term for variable

SR initial swirl ratio ((initial swirl velocity)/

ð2pr � NrpmÞ)
SRm volume-averaged swirl ratio

t time

T temperature

Tþ dimensionless temperature

ðTþ 
 qCP ð ~TT � TWÞU 	=qWÞ

TW wall temperature

TDC top dead center

ur; uz; uh velocity components along r; z, and h
axes

~UU filtered velocity component parallel to the

wall

U 	 friction velocity ðU 	 

ffiffiffiffiffiffiffiffiffiffiffi
sW=q

p
Þ

Uþ dimensionless velocity ðUþ 
 ~UU=U 	Þ
~VV velocity vector

xi cylindrical coordinates (i ¼ 1 for radial

coordinate r; i ¼ 2 for axial coordinate z;

i ¼ 3 for azimuth coordinate h)
y near-wall distance

Y þ dimensionless distance from the wall

ðY þ 
 yU 	=mÞ
Greek symbols

a constant equal to 0.2

D grid filter width

D̂D test filter width

U general dependent flow variable

U0 subgrid-scale component of U
U00 fluctuating quantity of U
j Von Karman constant

CU diffusion coefficient

llam laminar dynamic viscosity

lT turbulent dynamic viscosity

leff effective dynamic viscosity

m laminar kinematic viscosity

mT eddy viscosity

q density

X angular momentum of the whole swirl

about the cylinder axis

X0 initial value of X
X	 ratio of X to X0

sW wall shear stress

h crank angle (degrees)

n natural coordinate in computational

domain

Superscripts

– spatial grid filter indication

� Favre-filtered indication

^ test filter indication

h i volume-averaged indication

Subscripts

i; j indication of components

r; z; h indication of cylindrical coordinate

components
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In the first part of this paper, three different subgrid-

scale (SGS) turbulence models for LES are compared

with the experimental results [13] and the conventional

K–e model [3] on the local heat flux to verify their ap-

plicability in the ‘‘Pancake’’ chamber engine. Besides, we

investigate the variations of flow field and temperature

profile in the Pancake chamber engine; the interrelation

between the flow field and temperature profile during the

compression–expansion strokes is also observed. In the

second part of this paper, the SGS models for LES are

compared with the measured data [14] and the conven-

tional K–e model [4] on the swirl velocity to ensure the

accuracy of these models applied in the ‘‘Deep Bowl

Piston’’ engine. The three SGS models used in this paper

are as follows: the modified Smagorinsky model, the Van

Driest wall damping model [15], and the dynamic model

[16]. In the Deep Bowl Piston engine, we investigate the

fluid motion, the swirl–squish interactions, and the decay

of swirl in the combustion chamber through the com-

pression–expansion strokes. The results of this paper

may be of interest to engineers attempting to develop a

more suitable turbulence model for simulating turbulent

flows in the complex geometries and to researchers in-

terested in flow-modification aspects of fuel–air mixing

and heat transfer in the combustion chamber.

2. Mathematical formulation

The thermal flow to be simulated is an unsteady, ax-

isymmetric, compressible and viscous flow with turbu-

lence by the LES using various SGS models. Calculation

of the reciprocating thermal flow field in an engine re-

quires obtaining the solution of the governing equations.

In LES the flow variables are decomposed into a

large-scale component, denoted by an overbar, and a

subgrid-scale component. The large-scale component is

defined by the filtering operation

Uðxi; tÞ ¼
Z
R
G xið � nÞU nð Þdn; U ¼ U þ U0; ð1Þ

where the integral is extended over the entire domain R

and G is the grid filter function. The length associated

with G is the grid filter width D. For compressible flow,

utilizing the Favre-filtered (or density-weighted) opera-

tion to treat the flow variables is necessary and then the

variables is decomposed as follows:

~UU ¼ qU
q

; U ¼ ~UU þ U00: ð2Þ

The transport equations representing the conserva-

tion of mass, momentum and thermal energy are cast into

a general form of time-dependent and axisymmetric cy-

lindrical coordinates, and the governing transport equa-

tions filtered by a simple volume-averaged box filter are

oðq~UUÞ
ot

þ 1

r
o

oz
q~uuzr~UU
� ��

þ o

or
q~uurr~UU
� ��

¼ 1

r
o

oz
rCU

o~UU
oz

 !"
þ o

or
rCU

o~UU
or

 !#
þ SUðz; rÞ; ð3Þ

where ~UU represents one of the following entities:

1; ~uur; ~uuz; ~uuh, or ~hh, in which the dependent variables are

radial velocity ur, axial velocity uz, swirl velocity uh, and

enthalpy h. Also, t is time, q denotes density, and CU and

SU stand for the corresponding effective diffusion and

source term, respectively. The corresponding expressions

of CU and SU are given in Table 1. In Eq. (3), the no-

tation ~UU ¼ 1 denotes the continuity equation.

In Table 1, llam is the laminar dynamic viscosity and

calculated by the Sutherland law, leff is the effective

dynamic viscosity, P is pressure, T is temperature, ESGS

is subgrid-scale kinetic energy, and CP is the specific heat

at constant pressure. Assume the fluid to be an ideal gas

with constant CP, and then simplifying the energy

equation by neglecting internal heat generation, radia-

tion heat flux, and energy source [17].

2.1. Turbulence modeling

The conventional Smagorinsky SGS model [18] is

used to obtain the eddy viscosity as follows:

mT ¼ L2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ~SSij ~SSij

q
; L ¼ CS � D; ð4Þ

where L is a characteristic length scale of small eddies,

CS is Smagorinsky constant (CS ¼ 0.1), D is the grid

filter width ðD ¼ ðDrDzÞ1=2Þ and ~SSij is a strain rate tensor

of the filtered flow field:

~SSij ¼
1

2

o~uui
oxj

 
þ o~uuj

oxi

!
; j~SSj ¼ 2

�
� ~SSij ~SSij

�0:5

: ð5Þ

During initial runs of the present research, we discovered

that the conventional Smagorinsky model did not gen-

erate appropriate levels of eddy viscosity in the complex

physical domain. For the reason, the various SGSmodels

are used here and described, respectively, as follows.

2.1.1. Modified Smagorinsky SGS model

In this model similar to Baldwin–Lomax model [19],

the turbulent Prandtl number PrT is equal to 0.9 [20].

Besides, the eddy viscosity mT and the SGS kinetic energy

ESGS are obtained from the equations as follows:

mT ¼ L2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ~SSij ~SSij

q
;

L ¼ min CS


� D; jd; ad 0�; ESGS ¼ q

mT

CKD

� �2

;
ð6Þ

where j is Von Karman constant, a is equal to 0.2, CS is

equal to 0.1, CK is equal to 0.094 [21], d is the distance
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normal to a wall, and d 0 is the geometric length of an

engine combustion chamber. The characteristic length

scale was chosen as the minimum of all of the mixing

lengths calculated to insure smooth transitions.

2.1.2. Van Driest wall damping SGS model

In this model, the turbulent Prandtl number PrT is

still equal to 0.9. Also, the eddy viscosity mT and the SGS

kinetic energy ESGS are obtained from the equations as

follows:

mT ¼ L2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ~SSij ~SSij

q
; L ¼ CSflD;

ESGS ¼ q
mT
CKD

� �2

;

ð7Þ

where CS is equal to 0.15 [22], CK is also equal to 0.094,

and fl is the Van Driest wall damping function [15],

½1� expð�Y þ=25Þ3�1=2, where Y þ 
 yU 	=m. The Van

Driest wall damping function is used to account for the

near wall effect.

2.1.3. Dynamic SGS model

In dynamic SGS model, the model coefficients CSD

and CI and the turbulent Prandtl number PrT are de-

termined dynamically [16]. A ‘‘test filter’’ (denoted as ^)
is introduced to derive an expression for CSD; CI and

PrT. The key element of the dynamic model concept is

the utilization of the spectral data contained in the re-

solved field. This information is brought to bear by

introducing the test filter with a larger filter width than

the resolved grid filter, which generates a second field

with scales larger than the resolved field. The width of

the test filter is taken to be twice the width of the grid

filter. Therefore, the eddy viscosity mT and the SGS

kinetic energy ESGS are modeled from the equations as

follows:

mT ¼ L2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ~SSij ~SSij

q
; L2 ¼ CSDD

2
;

ESGS ¼ 2CIqD
2j~SSj2:

ð8Þ

In this model, CSD and CI are defined in Eq. (9) proposed

by Germano et al. [16], and PrT is determined in Eq. (10)

proposed by Moin et al. [23] as follows:

CSD ¼ 1

2

AijBij

� �
BijBij

� � ; Aij ¼ dq~uui~uujq~uui~uuj

� �
� 1

q̂q
cq~uuiq~uui

� � dq~uujq~uuj

� �
;

Bij ¼ D
2 [
�qqj~SSj~SSij

� �
� q̂qjb~SS~SS jD̂D2 ~̂SS~SSij; ð9Þ

CI ¼
dq~uui~uuiq~uui~uui

� �
� ð1=q̂qÞ cq~uuiq~uui

� � cq~uuiq~uui

� �� �
2q̂qD̂D2dj~SSj2j~SSj2 � 2D

2 d
qj~SSj2
� �
qj~SSj2
� �� � ;

Table 1

Definition of ~UU;CU and SU

~UU CU SU

1 0 0

~uur leff � oP 	

or
þ o

oz
leff

o~uuz
or

 !
þ o

ror
rleff

o~uur
or

 !
þ q~uu2

h

r
� 2

leff ~uur
r2

� 2

3

o

or
leffr � ~~VV~VV
� �

~uuz leff � oP 	

oz
þ o

oz
leff

o~uuz
oz

 !
þ o

ror
rleff

o~uur
oz

 !
� 2

3

o

oz
leffr � ~~VV~VV
� �

~uuh leff

�q
~uuh~uur
r

� o

ror
rleff

~uuh

r

 !
þ leff

o ~uuh=r
� �
or

~hh
l
Pr

� �
eff DP 	

Dt
þ leff 2

o~uur
or

 !2
248<: þ o~uuz

oz

 !2

þ ~uur
r

 !2
35þ o~uur

oz

 
þ o~uuz

or

!2

þ o~uuh

oz

 !2

þ r
o

or
~uuh

r

 !" #2

� 2

3
r � ~~VV~VV
� �2

9=;

Note:

leff ¼ llam þ lT;
l
Pr

� �
eff

¼ llam

Pr

� �
þ lT

PrT

� �
; h ¼ CPT ; P 	 ¼ ~PP þ 2

3
ESGS; mT ¼ lT

q
:
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PrT ¼
CSD D̂D2q̂q cj~SSjj~SSj bo ~TT

oxi
o ~TT
oxi

o ~TT
oxi

� D
2 dqj~SSj o ~TT

oxi
qj~SSj o ~TT

oxi

� �
o ~TT
oxi

� �� �
1

q̂q
cq~uuiq~uui

� � cq~TTq~TT
� �

� dq~uui ~TTq~uui ~TT
� �� �

o ~TT
oxi

� � ; ð10Þ

where b is taken to indicate a test filter process, h i in-

dicates volume averaged, and the width of test filter D̂D is

twice the width of grid filter D.

2.2. Boundary conditions

Flow and temperature fields in the near-wall regions

are matched to the boundary layer models. The modified

wall function [24] is used to provide wall boundary

conditions for velocity and temperature in the near-wall

region.

In the laminar sublayer:

Uþ ¼ Y þ; ð11Þ

Tþ ¼ PrY þ � 0:5PrSþðY þÞ2; Y þ < 13:2: ð12Þ

In the turbulent boundary layer:

Uþ ¼ 1

j
lnEY þ; ð13Þ

Tþ ¼ 13:2Pr þ 2:195 ln Y þ � 5:66

� Sþð87:12Pr þ 2:195Y þ � 28:98Þ; Y þ P 13:2:

ð14Þ

Dimensionless variables with a superscript plus sign are

defined as follows:

Y þ 
 yU 	

m
; Uþ 


~UU
U 	 ;

Tþ 

qCP

~TT � TW

� �
U 	

qW

; Sþ 
 Sm
qWU 	 :

ð15Þ

The friction velocity U 	 is defined as

U 	 

ffiffiffiffiffiffi
sW
q

r
; ð16Þ

where m is the laminar kinematic viscosity, Pr is the

Prandtl number, y is the distance from the wall, ~UU de-

notes the velocity component parallel to the wall, and S

is the modified factor of the temperature boundary layer

model as defined in Huh et al.’s study [24]. When S ¼ 0,

the model corresponds to the original logarithmic law of

the wall.

No-slip boundary conditions are applied for velocities

at all walls. At the piston crown, the axial velocity ~uuz is

assumed to equal the moving velocity of the piston. The

wall temperature is assumed to be 350 K in the Pancake

chamber engine and 320 K in the Deep Bowl Piston en-

gine for simulating the case of a cold engine state.

2.3. Initial conditions

For the Pancake chamber engine, the calculations

are started at a crank angle of 260� (100� BTDC (before

top dead center)) in the compression stroke and ter-

minated at 420� (60� ATDC (after top dead center)) in

the expansion stroke for the engine speed of 1500 rpm.

The initial air condition is assumed to be a solid-body

rotation profile, ~uuhðrÞ ¼ 2pNrpmSRr, where Nrpm is the

engine speed and SR (called the initial swirl ratio) is

defined as the ratio of initial swirling speed (rpm) of the

gas to engine speed. The initial swirl ratio equal to 3.37

was calculated from the phase-averaged LDV measured

gas velocity data [13] at inlet valve closure (100�
BTDC). The other two velocity components are in-

duced by the piston motion and are much smaller than

the azimuth component, so the axial velocity ~uuz is as-

sumed to vary linearly from cylinder head surface (zero

velocity) to piston crown surface (moving boundary

velocity). The radial velocity ~uur is assumed to be zero.

The initial temperature is set equal to 350 K. For the

Deep Bowl Piston engine, the calculations are started at

a crank angle of 240� (120� BTDC) in the compression

stroke and terminated at 390� (30� ATDC) in the ex-

pansion stroke for the engine speed of 900 rpm. Ac-

cording to the data utilized by Kondoh et al. [4], the

initial conditions specified at the start of calculations, at

120� BTDC, are that the initial swirl ratio is 5.3, ~uuz vary
linearly from cylinder head surface to piston crown

surface, ~uur is zero and the initial temperature is assumed

to be 320 K.

3. Numerical method

Formulation and discretization of all transport

equations are performed by using the SIMPLE-C algo-

rithm with the control volume approach, with each

equation arranged into transient, diffusion, convection,

and source terms.

3.1. Convection term and time advancement

By adopting an ELUD [9] for discretizing the con-

vective terms and a SBE [8] for discretizing the transient

term, we may derive the fully discretized equations by

means of control-volume method. These discretized

equations are easily implemented into the SIMPLE-C

algorithm.

3.2. Iterative method

The iterative solution methods based on the precon-

ditioned conjugate gradient method are incorporated

into this code. In this paper, the incomplete Cholesky

conjugate gradient method (ICCG) [10] is used for the
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Poisson pressure correction equation, and the incom-

plete LU Bi-conjugate gradient method (ILUBiCG) [11]

is used for ur; uz; uh, h equations. The time step was

tested to be set as 10�4 s for the calculations of unsteady

flow and heat transfer in the cylinder chamber; we

consider the difference in the calculated velocity fields

and the mass residual as convergence conditions. The

calculations were terminated when the mass residual is

less than 10�4 and the relative error of velocity solution

is less than 10�5.

3.3. Grid generation approach

In this paper, the approach is used to treat the

moving piston as a moving solid body in the compu-

tational domain without generating completely new

grids at each time step. When the piston moves toward

TDC or from TDC, the size of the domain will vary

with the motion of the piston and those grids lying

outside the body will be flagged as unused points that

are excluded from the calculation. When the piston was

moving away from TDC, it was necessary not only to

interpolate the values back to their fixed grid locations

but also to extrapolate the values of the time-dependent

variables for two grid cells into the piston. This

extrapolation was performed with a second-order

Lagrange polynomial.

4. Results and discussion

A detailed numerical study has been carried out on

two types of combustion chamber geometries used in the

comparisons between the various turbulent SGS models

for the LES. Two geometric sizes reflect the primary

differences in geometric size between modern spark ig-

nition engines and modern diesel engines. A schematic

of two types of combustion chambers is shown in Fig. 1.

Engine specifications are listed in Table 2.

4.1. Grid and time independence

In this paper, the grid and time step size sensitivity

study was performed for the Pancake chamber engine

with modified Smagorinsky SGS model to ensure that

the results would not be influenced by inadequate dis-

cretization or too large a time step. This calculation was

performed for a 2-D sector of the flow field with grid sets

of mesh I [25� 40 (for 100� BTDC)–25� 6 (for TDC)],

mesh II [32� 50 (for 100� BTDC)–32� 10 (for TDC)],

mesh III [40� 60 (for 100� BTDC)–40� 14 (for

TDC)], mesh IV [48� 70 (for 100� BTDC)–48� 18 (for

TDC)], and mesh V [55� 80 (for 100� BTDC)–55� 22

(for TDC)]. Fig. 2(a) shows almost identical results for

the calculated heat flux at the radial location of

r ¼ 30:22 mm on the cylinder head. Therefore, the grids

Fig. 1. Configurations and measured positions in different combustion chambers (a) ‘‘Pancake’’ chamber engine, (b) ‘‘Deep Bowl

Piston’’ engine.
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as shown in Table 3 are used for all cases in this paper.

The time step size is adjusted in this numerical code from

stability and accuracy criteria with the initial time step

size given as an input by the user. Three different time

step sizes were chosen by limiting the maximum time

step size at an engine speed of 1500 rpm. The three time

steps in turn are 5� 10�5, 10�4, and 2� 10�4 s. Ac-

cording to the sensitivity results in Fig. 2(b), the heat

flux curves tend to converge for the three time steps. The

error is about 4–5% for the peak heat flux. Therefore,

the time step 10�4 s is used for all the cases that follow in

this paper.

4.2. Comparisons for the Pancake chamber engine

To show that the program of this paper handles tur-

bulent heat transfer in the Pancake motored engine cor-

rectly, we apply the present numerical method with

various turbulent SGS models to solve the unsteady heat

transfer. Furthermore, the results of the local heat flux qw

(r ¼ 30:22 mm as shown in Fig. 1(a)) are used to make a

comparison between all cases including the various SGS

models, the K–e model predictions presented by Ikegami

et al. [3], and the measurements conducted by Yang [13].

The heat flux comparisons as shown in Fig. 3 demon-

strate that the K–e model coupled the conventional wall

function under-predicts the peak heat flux by about 30%

from a comparison with the measurements. The three

Table 3

Computed cases for various engine geometries with different SGS models

Case Combustion chamber SGS model Grid CPU time

1 Pancake Modified Smagorinsky model 32� 50 (at 100� BTDC) 1 h 15 min 42 s

2 Van Driest wall damping

model

1 h 27 min 11 s

3 Dynamic model 2 h 26 min 52 s

4 Deep Bowl Piston Modified Smagorinsky model 32� 64 (at 120� BTDC) 2 h 13 min 17 s

5 Van Driest wall damping

model

2 h 22 min 39 s

6 Dynamic model 3 h 16 min 19 s

Fig. 2. (a) Grid sensitivity, (b) time step size sensitivity for the ‘‘Pancake’’ chamber engine motored at 1500 rpm.

Table 2

‘‘Pancake’’ chamber engine specifications

Bore (mm) 91.9

Stroke (mm) 76.2

Displacement (cc) 505.4

Clearance volume (cc) 63.8

Initial swirl ratio 3.37

Compression ratio 8.92

Intake valve closes (starting time) 100� BTDC

Exhaust valve opens (finishing time) 60� ATDC

‘‘Deep Bowl Piston’’ engine specifications

Bore (mm) 83.0

Stroke (mm) 85.0

Displacement (cc) 460.0

Bowl diameter (mm) 40.0

Bowl depth (mm) 22.5

Clearance volume (cc) 47.75

Initial swirl ratio 5.30

Compression ratio 10.0

Starting time 120� BTDC

Finishing time 30� ATDC
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SGS models as shown in Table 3 of LES give better

predictions for the peak heat flux that differ from the

measurements by 2.6% using the modified Samgorinsky

model, 4.7% using the Van Driest wall damping model,

and 9% using the dynamic model. The modified Smago-

rinsky model has a phase difference from the measure-

ments with the peak occurring at about 10� BTDC and

has better predictions through the compression stroke

than through the expansion stroke. The dynamic SGS

model also has the appearance of the phase shift about 5�
BTDC. The phase shift occurs due to the competing ef-

fects of the gas temperature which is the maximum at

TDC and the rate-of-pressure rise term which is the

maximum around 90� BTDC at the maximum piston

speed and compression rate. Although the Van Driest

wall damping model gives worse prediction for the peak

heat flux than the modified Smagorinsky model, it makes

the best prediction between three SGS models on the

whole; especially, the prediction occurs at the period

between 330� and 350�. Besides, the threemodels have the

negative heat fluxes after about 45� ATDC due to the

source term effect in the boundary layer.

In the numerical calculation of heat transfer, the key

is not only the profile of the flow velocity but also that of

the air temperature in the cylinder. The flow field de-

velopment predicted by using the Van Driest wall

damping SGS model in the Pancake chamber engine is

shown at three different crank angles around TDC in

Fig. 4. Two velocity components in the radial and axial

direction are induced by the piston motion. Besides, the

fluid for the Pancake chamber engine cannot produce

squish motion, so there is no the squish flow in the

cylinder. The ‘‘roll-up’’ vortex is seen at the corner be-

tween the piston and the cylinder wall (Fig. 4(a)); and

the vortex is formed since the upward fluid flow hits the

cylinder head. At TDC (Fig. 4(b)), the piston motion is

stopped, so the flow velocity is weaker than that in Fig.

4(a). After the piston passes through TDC, the flow field

Fig. 3. Comparison of local heat flux between predictions and

measurements for various crank angles in the ‘‘Pancake’’

chamber engine at 1500 rpm.

Fig. 4. Velocity vector plots on the axial–radial plane for crank

angle equal to (a) 350� (10� BTDC), (b) 360� (TDC), (c) 370�
(10� ATDC) in the ‘‘Pancake’’ chamber engine at 1500 rpm.

Fig. 5. Isothermal plots for crank angle equal to (a) 350� (10�
BTDC), (b) 360� (TDC), (c) 370� (10� ATDC) at 1500 rpm in

the ‘‘Pancake’’ chamber engine.
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seems to form a counter-clockwise circulation in the

cylinder owing to downward piston motion (Fig. 4(c)).

Fig. 5 illustrates the isothermal distribution of three

different crank angles as described in Fig. 4. Closer

isothermal lines indicate a higher temperature gradient

and accordingly a higher heat flux. From the isothermal

plots in Fig. 5, the temperature gradient along the cyl-

inder head surface is the maximum for three wall sur-

faces. This trend is caused by the stronger parallel

velocity along the cylinder head surface (see Fig. 4). For

cylinder head surface, the temperature gradient at TDC

(Fig. 5(b)) is the largest between three different crank

angles in Fig. 5; then the timing at TDC has the largest

values of heat flux between three various crank angles in

the Van Driest wall damping SGS model.

4.3. Comparisons for the Deep Bowl Piston engine

A Deep Bowl Piston engine was used to indicate that

the present method is feasible for predicting the squish

and swirl flow in the cylinder. In this paper, we would

take the results of the local swirl velocity ~uuh (three ‘‘o’’

notations as shown in Fig. 1(b)) to compare with the

measured data presented by Ohkubo et al. [14] and the

numerical results calculated by Kondoh et al. [4]. Be-

sides, we would use the results of the local swirl velocity

to realize the difference between three SGS models in

this type of combustion chamber. Fig. 6 presents the

comparison on the time history of swirl velocity in the

Deep Bowl Piston engine. Fig. 6(a) shows that the swirl

velocity has a peak at about 355� for three SGS models

Fig. 6. Comparison of local swirl velocity on (a) r ¼ 16 mm, z ¼ �9 mm, (b) r ¼ 12 mm, z ¼ �15 mm, (c) r ¼ 12 mm, z ¼ �21 mm

between predictions and measurements for various crank angles in the ‘‘Deep Bowl Piston’’ engine at 900 rpm.
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in this paper. The peak timing obtained from this paper

is closer to the measured peak timing than that from the

numerical result predicted with the K–e model adopted

by Kondoh et al. Besides, the K–e model under-predicts

the swirl velocity by within 34% from a comparison with

the measurements; three SGS models used in this paper

give better predictions for the swirl velocity that differ

from the measurements within 18% using the modified

Fig. 7. Velocity vector plots on the axial–radial plane for crank angle equal to (a) 300� (60� BTDC), (b) 330� (30� BTDC), (c) 350� (10�
BTDC), (d) 360� (TDC), (e) 370� (10� ATDC) in the ‘‘Deep Bowl Piston’’ engine at 900 rpm.
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Smagorinsky model, 10% using the Van Driest wall

damping model, and 27% using the dynamic model. In

Figs. 6(b) and (c), the measured data revealed that the

swirl velocity has another peak except the maximum

value at TDC. This nature is very well reproduced by the

calculation. The three SGS models used in this paper

Fig. 8. Contour lines of swirl velocity for crank angle equal to (a) 300� (60� BTDC), (b) 330� (30� BTDC), (c) 350� (10� BTDC),

(d) 360� (TDC), (e) 370� (10� ATDC) in the ‘‘Deep Bowl Piston’’ engine at 900 rpm.
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predict the swirl velocity better than the K–e model

utilized by Kondoh et al. The advantage is obvious

around TDC. On the whole, the Van Driest wall dam-

ping model has the best prediction for the swirl velocity

between three SGS models and K–e model.

Figs. 7 and 8 show the flow field development pre-

dicted by the Van Driest wall damping SGS model for

the Deep Bowl Piston engine. It is seen that the flow field

is dominated by the swirl and squish flow near TDC. At

10� BTDC (Fig. 7(c)), there is strong radial flow toward

the axis (called ‘‘squish’’) above the piston head, which

was caused by a large difference of compression between

the inner (smaller radius) and the outer (bigger radius)

region. There is a ring vortex with the clockwise rotation

in the piston bowl. At TDC (Fig. 7(d)), the squish mo-

tion has mostly disappeared and there is another vortex

with the counter-clockwise rotation around the top of

the piston bowl. At 10� ATDC (Fig. 7(e)), there is strong

radial flow toward the cylinder wall (called ‘‘reverse

squish’’) above the piston head. Fig. 8 shows contour

lines of the swirl velocity ~uuh in the Deep Bowl Piston

engine at various crank angles. The distribution of ~uuh

does not differ so much from that of the initial swirl

profile until crank angle reaches about 300�. After that

crank angle, as the angular momentum in the squish

region is transferred into the piston bowl by the squish

flow (see Fig. 8(b)), the position of the maximum value

for ~uuh moves into the piston bowl at 350� (see Fig. 8(c)).

~uuh at TDC almost has the same distribution as that at

350� in the piston bowl. After TDC, the maximum value

of ~uuh decreases, but it occurs near the top edge of the

piston bowl. In order to comprehend the squish effect on

the flow field, we utilize Fig. 9 to investigate the varia-

tion of squish strength. The friction velocity variations

at different radial locations as illustrated in Fig. 9 show

that the squish flow has the maximum effect near the top

edge of the piston bowl and the maximum squish effect

occurs between 10� BTDC and TDC. The flow field in

the Deep Bowl Piston engine is characterized by high

swirl and high squish as compared with that of the

Pancake chamber engine.

4.4. Decay of swirl in the Deep Bowl Piston engine

Due to the importance of the swirl flow in the com-

bustion chamber, we investigate the variations of X
(angular momentum of the whole swirl about the cyl-

Fig. 9. Friction velocity variation of the ‘‘Deep Bowl Piston’’

engine at 900 rpm for four different radial locations on the

cylinder head.

Fig. 10. Effects of initial swirl ratio on (a) X	; (b)SRm=SR in the ‘‘Deep Bowl Piston’’ engine at 900 rpm.
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inder axis) and SRm (volume-averaged swirl ratio) at

different crank angles. Shown in Fig. 10 are the varia-

tions of the ratio X	 ¼ X=X0 and SRm=SR with various

crank angles in the Deep Bowl Piston engine under the

conditions that the initial swirl ratio SR is equal to

1.325, 2.65 and 5.3 at an engine speed of 900 rpm. Fig.

10(a) presents that the amount of the decay of X	 be-

comes large with an increase in SR (similar tendency is

found in [25]). The maximum value of SRm=SR at

SR ¼ 1:325 occurs at TDC, and the peak value is de-

creasing and the peak timing is shifting to 5� BTDC with

an increase in initial swirl ratio SR as shown in Fig.

10(b). The decrease of X	 is presumably due to the rel-

ative decrease in the effect of wall friction in the squish

area, for the angular momentum in the squish region is

transferred into the bowl by the squish flow as described

in Figs. 7 and 8. Then, the bigger amount of decay of

swirl represents that the maximum value of swirl velocity

is transferred into the bowl, which is effective in pro-

moting the mixing of fuel and air.

4.5. Comparisons between three SGS models

From the above discussions about the numerical

predictions for Pancake and Deep Bowl Piston engines

in this paper, we find that the Van Driest wall damping

SGS model predicts the local heat flux and swirl velocity

better than the other two models except for the peak

heat flux. Although the model coefficient CSD; CI and

PrT of the dynamic SGS model are not set to be constant

and obtained through the test filter process, the dynamic

SGS model does not seem to predict better than the

other two models under the axisymmetric hypothesis.

Besides, the dynamic model costs CPU time (executed in

Pentium II 300 PC) more than the other two SGS

models about 1 h. This is due to the various model co-

efficients. Furthermore, we plot the dynamic model co-

efficients history as shown in Fig. 11. The coefficients are

fluctuating at beginning and then keep in the region

around the values of 0.02 (CSD) and 0.93 (PrT). The value

of 0.02 obtained from the dynamic model is between

0.01 (C2
S for the modified Smagorinsky model) and

0.0225 (C2
S for the Van Driest wall damping model), and

the value of 0.93 is near the value of 0.9 (PrT for the

other two models).

5. Conclusions

Three subgrid-scale (SGS) models of LES, including

the modified Smagorinsky model, the Van Driest wall

damping model, and the dynamic model, were imple-

mented for predicting the flow field and wall heat

transfer in two types of engine configuration. On the

basis of these results presented and discussed in Section

4, we draw the main conclusions below:

• Overall results were comparable with those of the

conventional K–e turbulence model; on the whole,

the three SGS models of LES with modified wall

function method give better predictions for the local

heat flux and swirl velocity than the K–e model in two

types of engine configuration.

• From among three SGS models, the Van Driest

wall damping SGS model makes the best prediction

for the local heat flux and swirl velocity except the

peak heat flux in two various engine geometries,

and it costs CPU time less than the dynamic SGS

model.

• In the ‘‘Pancake’’ chamber engine, the maximum

heat flux occurs at TDC for the Van Driest wall dam-

ping SGS model; the peak timing is the same as the

measured result.

Fig. 11. Time history of the dynamic SGS model coefficients (a)CSD, (b) PrT for the ‘‘Deep Bowl Piston’’ engine at 900 rpm.
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• In the ‘‘Deep Bowl Piston’’ engine, the squish flow

has the maximum effect near the top edge of the pis-

ton bowl and this effect occurs between 10� BTDC

and TDC; hence, there is a ring vortex with the clock-

wise rotation in the piston bowl.

• With increasing the initial swirl ratio, the amount of

decay of X	 increases while the maximum value of

SRm=SR decreases. The bigger amount of decay of

swirl is promoting the mixing of fuel and air more ef-

fectively.

• Interaction between piston motion, induced squish

and swirl motion has great influences on determining

the unsteady flow fields.
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